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NASA has begun the development o f the Space Stat ion, a
permanently manned f a c i l i t y i n space, f o r a var ie ty o f
sc ien t i f i c goals. O n e p a r t o f th is pro jec t i s the Flight
Telerobot ic Sew ice r (FTS) which will help bui ld and main ta in
the structure. The FTS i s envisioned as a two-armed robot
w i t h seven degrees o f freedom f o r each arm. When the FTS i s
launched, it i s expected t o perform several tasks which
include the i n s t a l l a t i o n and removal o f t russ members o f the
Space S t a t i o n structure, changeout o f a var ie ty o f modular
units, mating a thermal connector, etc. While the FTS will
i n i t i a l l y use teleoperat ion, it i s envisioned t o become more
autonomous as technology advances. I n order f o r the FTS t o
evolve f r o m te leopera t ion t o autonomy, NASA requi res t h a t the
NASA/NBS Standard Reference Model (NASREM) be used as the
funct ional archi tecture f o r the cont ro l system. The quest f o r
autonomy inevi tably leads t o the need f o r sophisticated
sensors and sensory processing. This paper will explore the
requirements f o r the tasks envisioned f o r FTS a t f i r s t launch
as w e l l as during i t s evolut ion phase and show how those tasks
impact research on sensors, sensory processing, and other
p a r t s o f the FTS con t ro l system. Final ly, t h e current s ta te
o f the NASREM implementat ion a t NIST will be presented.

1. INTRODUCTION

The Flight Telerobot ic Serv ice r (FTS) will be used t o

bui ld and main ta in the Space Sta t ion . It i s envisioned t o be

used as a teleoperated device i n i t i a l l y . However, it i s

required t o be able t o evolve w i t h technology and manifest

this evolut ion by becoming more and more autonomous. While
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te leopera t ion i s the f i r s t step, the re has been a de l i be ra te

choice not t o pursue telepresence.

There i s a basic dichotomy i n the evolut ion o f FTS

ac t i v i t y f r o m the operator's perspective. The FTS can move

toward full telepresence o r full autonomy. Reaching e i t h e r

extreme, full telepresence o r full autonomy, i s a long term,

possibly unat ta inable object ive. However, it i s instruct ive

t o examine the p o s s i b i l i t i e s . A system t h a t consists only o f

telepresence impl ies t h a t the human remains i n the loop f o r

a l l task steps. I n a telepresence system, the human operator

performs the tasks, h is I'presencell being t rans la ted t o t h e

remote works i te v i a the technology. This capabi l i ty i s very

usefu l and even necessary f o r ce r ta in applications, especial ly

where the environment i s r e l a t i v e l y unknown o r unstructured.

The development o f systems which pursue true lltelepresence ll

where t h e operator i s immersed i n sensory feedback will

requi re a great deal o f R & D.

The nature o f the FTS r o l e on Space S t a t i o n (i.e.,

assembly, maintenance, inspection, etc.) does not involve

tasks o f a sc i en t i f i c o r t o t a l l y unstructured nature where t h e

human operator i s actua l ly performing some s o r t o f

investigation. Therefore, t h e FTS i s choosing t o pursue

autonomy f o r several reasons. F i r s t , the r e p e t i t i v e chores

performed by the robot a r e l e s s onerous t o the operator if the

FTS had some autonomous capabi l i t ies . Second, t h e operator

does not give up anything since he may break i n t o any l e v e l o f

t h e NASREM arch i tec ture t o take cont ro l a t will. Third, t ime

delays may preclude telepresence f o r useful applications. For

example, i n remote s a t e l l i t e servicing, the t ime delays

incurred between the operator and the FTS preclude the use of

force r e f l e c t i o n and other sophist icated telepresence

techniques. A n autonomous mode o f operat ion may be the only

v iab le a l te rna t i ve . There may be only a sparse data return,

e.g., one image per minute. A telepresence strategy o f move

and w a i t would be t o o slow t o be a r e a l i s t i c option.

This paper explores what i s requi red t o have a sensor

based robot i n space. F i r s t t h e tasks or ig ina l ly envisioned

f o r the FTS are presented along with a s e t o f tasks required



o f an evolved vers ion o f the FTS. Then, the problems

associated uniquely w i t h space qua l i f i ca t i on and those

associated w i t h t h e current s t a t e o f robo t technology are

presented. This i s fo l lowed by a descript ion o f t h e NASA/NBS

Standard Reference Model f o r Telerobot Cont ro l System

Archi tecture (NASREM), which i s required by NASA f o r the

con t ro l system o f the FTS. Final ly, t h e current s t a t e o f

NASREM development a t NIST i s described.

2. FTS TASKS -- AT FIRST ELEMENT LAUNCH AND ASSEMBLY COMPLETE

The FTS i s requ i red t o have cer ta in capab i l i t i es a t F i r s t

Element Launch (FEL) i n support o f building and maintaining

the Space Sta t ion . These tasks are intended t o be

representat ive o f the range o f work which the FTS can perform

r a t h e r than t h e limit o f i t s capabi l i t ies . The tasks are:

0

0

0

I n s t a l l a t i o n and removal o f Space S t a t i o n truss

members

I n s t a l l a t i o n o f a St ruc tura l In ter face Adapter

( S I A ) on the truss.

Changeout o f Space Sta t ion O r b i t a l Replaceable Units

(ORU) .
...

0 Mating o f the Space S t a t i o n thermal utility

connectors.

0 Performance o f inspection tasks.

0 Assembly and maintenance o f Space Sta t i on E l e c t r i c a l

Power S y s t e m Rad ia to r Assembly.

The FTS i s required t o have, in tegra l t o i t s basic

design, t he capabi l i ty o f evolving toward autonomous execution

o f the tasks l i s t e d previously. I n addition, the FTS should

eventually have the capabi l i ty t o perform the fol lowing tasks

autonomously:

0 Changeout t h e Hubble Space Telescope (HST) react ion

wheel ORU whi le the HST i s secured a t the Space



S t a t i o n o r on the Space Shutt le.

o Refuel the Gamma Ray Observatory (GRO) propel lant

tanks wh i le the GRO i s secured a t the Space S t a t i o n

o r on the STS.

0 In-situ servicing and maintenance o f Space S t a t i o n

platforms and f r e e f l i e r s .

I n order t o be ab le t o perform these tasks, a signif icant

amount o f sensor and sensor processing technology must be

integrated into the FTS system. Sensor capabi l i ty must be

ava i lab le fo r :

0 Joint cont ro l

For example, the jo in ts o f the manipulator could

command torques and have sensors which measure

ac tua l torque, pos i t ion , and veloci ty.

0 Vis ion processing

Image processing algor i thms must be able t o cope

w i t h extreme var ia t ions i n lighting.

0 Contact force measurement

During operations such as mating a connector, it i s

important t o be able t o measure the forces generated

by the robot i n contact w i t h the environment.

Without th i s in format ion, there i s no way f o r a

con t ro l a lgor i thm t o co r rec t f o r errors . This would

probably require the use o f a force/torque sensor.

. v

0 Safety

Since safety i s extremely important, sensors which

redundantly measure important parameters must be

included i n t h e FTS system. Example o f these

sensors include robot jo int posit ion, proximity o f

astronauts t o the FTS workspace, etc.

The above tasks, as w e l l as the sensors associated w i t h

the tasks, will be performed i n space. This implies a f a i r l y



complex FTS, especia l ly i n the requirement f o r su f f i c ien t

compute power. The next t w o sections explore some o f the

problems i n sending the FTS in to space.

3. SPACE QUALIFICATION PROBLEMS ASSOCIATED WITH ROBOT SYSTEMS

Space qua l i f i ca t ion i s a r igorous process t o ensure t h a t

the systems which are sent in to t h e harsh space environment

will work re l i ab l y . It i s w e l l beyond the scope o f this paper

t o explore the technical d e t a i l s o f any pa r t i cu la r problem.

However, t h i s sect ion will hopefully provide t h e reader w i t h

an appreciat ion o f the complexity associated w i t h sending a

system i n t o space.

The f i r s t problem i s associated with mate r ia l s science.

The mate r ia l s which are used t o construct robots and the

requ i red anc i l l a r y equipment m u s t be able t o withstand t h e

harsh space environment and function as expected. The

m a t e r i a l s m u s t be able t o r e s i s t thermal fat igue caused by the .-

cycles o f extreme heat and cold. Furthermore, they m u s t not

outgas, i .e . , release gases in to space.

The space qua l i f i ca t i on o f e l e c t r o n i c components,

especia l ly computers, presents a formidable challenge. Most

e lec t ron ic c i r cu i t r y i s sensi t ive t o t w o types o f radiat ion.

The f i r s t type i s the background rad ia t ion which i s

s igni f icant ly higher i n space than on Ear th due t o the

atmosphere. Consequently, a l l e lec t ron ic c i r cu i t r y must be

able t o withstand a ce r ta i n l e v e l o f t o t a l dose radiat ion.

This i s tested i n the q u a l i f i c a t i o n process and a l e v e l o f

r ad ia t i on hardness must be m e t . The second type o f rad ia t i on

i s caused by cosmic rays, w i t h enough energy t o change a b i t ,

passing through t h e c i r cu i t . This phenomenon i s known as a

s ing le event upset (SEU). C lear l y , the c i rcu i t r y must e i t he r

be insensi t ive t o the SEU o r m u s t detect and r e a c t t o it.

Unfortunately, both the radiat ion - hard and SEU issues o f ten

involve the redesign o f the manufacturing processes f o r the

in tegra ted c i rcu i ts .

For mission c r i t i c a l a c t i v i t i e s o r when human safety i s

a t r isk, the e lec t ron ics are requ i red t o be I'two f a u l t



t o le ran t . " If any fault occurs, the system can still operate.

Ifa second fault develops anywhere i n the system, then the

system f a i l s i n a safe manner. This requirement has major

impl icat ions fo r redundancy and protocols o f switching between

subsystems a f t e r a fau l t i s detected. This i s c l e a r l y an area

o f continuing research.

Thermal considerations play an important r o l e i n the

t o t a l system design since removing heat by convection i s not

an opt ion i n space. Motors, f o r example, m u s t be capable o f

e i t he r conducting o r radiat ing the heat generated. It i s

possible t o use passive methods f o r thermal c o n t r o l but o f t en

t h e ac t i ve methods using fluid loops are more e f fec t i ve .

However, the ac t i ve loops o f t e n r e q u i r e hazardous chemicals

such as ammonia compounds and are a g rea t deal more complex t o

handle. Dangerous chemicals invoke safety ru les which may

preclude servicing i n the pressurized unit and extra - vehicular

servcing l i m i t s the types o f possible repai rs .

If robots are going t o operate i n space without umbilical .-

cords f o r any per iod o f t ime, ba t t e r i es are required. The

b a t t e r i e s m u s t operate i n a vacuum, be insensi t ive t o

temperature var ia t ions, s to re signi f icant energy, weigh as

little as possible, and take up a smal l volume.

S imu la t ion has o f t e n been used w i t h grea t success t o

determine the value o f one approach over another. The problem

w i t h simulation, o f course, i s tha t t h e simulat ion may not

represent r e a l i t y su f f i c ien t ly , i .e., the model may lack

f i de l i t y . O n Earth, it i s possible t o simulate f i r s t and then

empir ical ly t e s t the system t o determine the accuracy o f the

model. For space, the s i t ua t i on i s more complex because it i s

very d i f f icu l t t o predict exact ly how t h e robot system will

behave wi thout gravity.
. I

This l i s t o f problems f o r the space q u a l i f i c a t i o n o f

robot systems i s by no means complete. However, the number of

s igni f icant issues should provide some l e v e l o f appreciat ion

f o r the complexity associated w i t h putting robots i n space.



4. GENERIC ROBOT TECHNOLOGY PROBLEMS

The second class o f problems associated w i t h space

robot ics i s also present i n ground based automata. The

solut ions t o t h i s class o f problems will advance the s ta te - o f -

t h e - a r t i n robotics.

Cont ro l methods f o r robots have t rad i t i ona l l y centered on

pos i t ion con t ro l where a robot i s programmed t o f o l l o w a

predefined path. While this approach has proved q u i t e useful

f o r c e r t a i n appl icat ions i n industrial automation, it i s not

en t i re ly sat is fac tory f o r fac to r ies and there fore i s probably

a lso unsuitable f o r space u t i l i z a t i o n . The cost associated

w i t h e r r o r s i n space i s enormous and more advanced cont ro l

methods, such as impedance cont ro l [l],appear t o hold more

promise. However, it i s not en t i r e l y c lear which advanced

con t ro l a lgor i thm i s bes t f o r a given appl icat ion. There i s a

need t o study a se t o f a l te rna t i ve algorithms i n t h e execution

o f a given ba t te ry o f tasks. Knowledge o f which algor i thms

work on which tasks and the reasons w h y i s essent ia l t o

improve robot cont ro l technology.

A second problem area i n robot technology i s associated

w i t h modeling the workspace o f the robot . A representation o f

the robo t workspace i s required t o a l l ow the robot t o operate

w i t h known objects i n a sensible fashion. Many a l t e r n a t i v e s

f o r t h i s representat ion e x i s t and m u s t be tes ted i n a

systematic way t o ascer ta in which approach i s most

appropriate. A robot i n space operates i n a reasonably

unstructured environment. Although it can be argued t h a t

everything sent into space f o r the Space S t a t i o n i s man-made

and a CAD model i s avai lable, there will always be sl ight

discrepancies which w i l l make r e a l objects d i f f e r f r o m their

models. Since it i s possible t h a t such a disparity could

r e s u l t i n a catastrophe, such as an object which i s l a rge r

than i t s model being pushed through a s a t e l l i t e , a highly

ca l ib ra ted workspace i s near ly impossible. The workspace

representat ion can be close, but sensors are required t o

prevent disasters. Sensory processing, therefore, must be an

in tegra l p a r t o f a robot ic system and in te rac t e f f e c t i v e l y

w i t h t h e model o f the robot workspace so t h a t the algorithms



cont ro l l ing robot mot ion can be as ef f icac ious as possible.

Sensory processing presents other demanding challenges

f o r robot systems i n terms o f qua l i t y and processing ra te . It

i s w e l l known t h a t l ighting i s cruc ia l f o r success i n

industrial implementations o f computer vision. Shadows,

specular re f lec t ion , lens d is tor t ion, etc., will have even

more impact i n space since the environment cannot be

cont ro l led as w e l l as i n a factory. The speed o f sensory

processing i s a lso c r i t i c a l because it can limit t h e r a t e the

con t ro l system can move the robot i n response t o st imuli . The

improvements required f o r sensory processing i n space will

increase the ava i lab le knowledge and u l t imate ly bene f i t a l l

robot systems.

The l a s t area i s concerned w i t h how the operator commands

a robot, the operator in ter face. I n teleoperat ion, there are

several issues. The f i r s t issue i s whether the con t ro l

device, o r master, i s k inemat ical ly s i m i l a r t o o r d i f f e r e n t

f r o m the te le robot . The amount o f computation requ i red t o

con t ro l the k inemat ica l l y s im i l a r master i s much lower than

t h a t requi red f o r the kinemat ical ly dissimi lar master.

However, t h e production o f a kinematical ly s im i l a r master i s

required f o r each new robot.

Another issue in operator cont ro l i s kinesthetic

feedback. Without force re f l ec t i on , the operator sends

commands t o the te le robo t but cannot perceive the e f f e c t o f

those commands as the te le robo t moves i n i t s workspace. With

force re f l ec t i on , t h e operator can 81fee1 81 t h e reac t ion o f the

te le robot . While it i s general ly desirable t o a l l o w the

operator more feedback f r o m t h e te lerobot through force

re f l ec t i on , the control i s more d i f f i cu l t and could

poten t ia l l y resu l t i n ins tab i l i ty .

5. NASA/NBS STANDARD REFERENCE MODEL FOR TELEROBOT CONTROL

SYSTEM ARCHITECTURE (NASREM)

The fundamental paradigm o f the con t ro l system i s shown

i n Figure 1. The con t ro l system arch i tec ture i s a three

legged hierarchy o f computing modules, serviced by a



communications system and a global memory. The task

decomposition modules perform real - t ime planning and task

monitor ing functions; they decompose task goals both

s p a t i a l l y and temporal ly. The sensory processing modules

filter, co r re la te , detect, and in teg ra te sensory information

over both space and t ime i n order t o recognize and measure

patterns, features, objects, events, and relat ionships i n the

ex terna l world. The wor ld modeling modules answer queries,

make predictions, and compute evaluat ion functions on t h e

s t a t e space defined by the in fo rmat ion stored i n g loba l

memory. Global memory i s a database which contains the

system's bes t est imate o f t h e s t a t e o f the externa l world.

The w o r l d modeling modules keep the g loba l memory database

current and consistent.

The f i r s t l e g o f the hierarchy consists o f task

decomposition modules which plan and execute the decomposition

o f high l e v e l goals i n t o low l e v e l actions. Task

decomposition involves both a temporal decomposition ( into

sequent ia l act ions along t h e t ime l ine) and a s p a t i a l

decomposition ( i n t o concurrent act ions by d i f f e ren t

subsystems). Each task decomposition module a t each l e v e l o f

the hierarchy consists o f a job assignment manager, a set o f

planners, and a set o f executors. These decompose the input

task into both spa t i a l l y and temporal ly d is t inc t subtasks.

The second l e g o f the hierarchy consists o f wor ld

modeling modules which model ( i .e. , remember, est imate,

predict) and evaluate t h e s t a t e o f t h e world. The t tworld

model ft i s the system's best est imate and evaluat ion o f t h e

history, current state, and possib le future s ta tes o f the

world, including the states o f the system being control led.

The I tworld model f1 includes both the wor ld modeling modules and

a knowledge base stored i n a g loba l memory database where

s t a t e variables, maps, l i s t s o f objects and events, and

a t t r i bu tes o f objects and events are maintained. The wor ld

model maintains the global memory knowledge base by accepting

in fo rmat ion from the sensory system, provides predictions o f

expected sensory input t o t h e corresponding sensory system

modules, based on the s ta te o f the t a s k and estimates o f t h e



externa l world, answers "What is? " questions asked by the

executors i n the corresponding task decomposition modules, and

answers "What if?"questions asked by the planners i n t h e

corresponding task decomposition modules.

The third leg o f the hierarchy consists o f sensory

processing sensory system modules. These recognize patterns,

detect events, and filter and in teg ra te sensory in fo rmat ion

over space and t ime. The sensory system modules a t each l e v e l

compare wor ld model predict ions with sensory observations and

compute co r re l a t i on and di f ference functions. These are

in tegra ted over t i m e and space so as t o fuse sensory

in format ion f r o m mult ip le sources over extended t ime

in terva ls . Newly detected o r recognized events, objects, and

re la t ionsh ips are entered by the wor ld modeling modules into

the wor ld model g lobal memory database, and objects o r

re lat ionships perceived t o no longer e x i s t a re removed. The

sensory system modules also contain functions which can

compute confidence fac to rs and probab i l i t i es o f recognized

events, and s t a t i s t i c a l estimates o f stochast ic s t a t e va r iab le

values.

The con t ro l archi tecture has an operator i n t e r f a c e a t

each l e v e l i n t h e hierarchy. The operator i n t e r f ace provides

a means by which human operators, e i t he r i n the space s ta t i on

o r on the ground, can observe and supervise t h e te le robot .

Each l e v e l o f the task decomposition hierarchy provides an

in te r f ace where the human operator can assume control . The

task commands into any l e v e l can be derived e i t he r f r o m the

higher l e v e l task decomposition module, f rom the operator

in ter face, o r f r o m some combination o f the two. Using a

v a r i e t y o f input devices, a human operator can enter the

con t ro l hierarchy a t any l e v e l , a t any t ime o f h i s choosing,

t o moni tor a process, t o i nse r t information, t o interrupt

automatic operat ion and take con t ro l o f the task being

performed, o r t o apply human in te l l igence t o sensory

processing o r wor ld modeling functions.

The sharing o f command input between human and autonomous

con t ro l need not be a l l o r none. It i s possible i n many cases

f o r t h e human and t h e automatic c o n t r o l l e r s t o simultaneously



share con t ro l o f a te le robo t system. For example, i n an

assembly operation, a human might con t ro l the posi t ion o f an

end e f f ec to r w h i l e the robo t automat ica l ly contro ls i t s

o r i en ta t i on . For a more d e t a i l e d descript ion o f NASREM, see

[ 2 1 l

6. NIST IMPLEMENTATION OF NASREM

I n order t o implement a functional architecture,

especial ly one l i ke NASREM which al lows evolut ion w i t h

technology, the in ter faces must be carefu l ly defined.

Although the NASREM funct ional arch i tec tu re speci f ies the

purpose o f each module i n the c o n t r o l system hierarchy, it

does not completely specify the in ter faces between modules.

This sect ion will describe t h e method by which t h e in te r faces

f o r the SERVO l e v e l o f t h e hierarchy have been defined. The

method involves gathering a l l o f the algorithms ava i lab le f o r

SERVO l e v e l cont ro l , dividing each algor i thm into the par ts

which inherently belong t o task decomposition, wor ld modeling,

and sensory processing, and then deriving the in ter faces which

will support these algorithms. Any design, however, m u s t

constra in the problem suf f ic ien t ly so t h a t d e t a i l e d in te r faces

can be devised.

With t h i s i n mind, the Servo Level design was based on a

fundamental con t ro l approach which computes a motor command as

a function o f feedback system sta te y, desired s t a t e

(a t t r ac to r ) Yd, and con t ro l gains. I n this approach, t h e

gains are coe f f i c ien ts o f a l i n e a r combination o f s t a t e e r r o r s

(y-yd). The system sta te and i t s a t t r a c t o r are composed f r o m

the physical quan t i t i es t o be contro l led, ( i .e. , posit ion,

force, etc.,) and can be expressed i n an arb i t ra ry coordinate

system. This type o f algorithm i s the basis f o r almost a l l

manipulator con t ro l schemes [ 3 ] . However, t h i s basic

algor i thm i s inadequate f o r cont ro l l ing the gross aspects o f

manipulator motion, as described i n [ 4 ] . The a lgor i thm can

provide 81smal1 11 motions so t h a t the dynamics o f the servo

a lgor i thm i t s e l f a re n o t signif icant. This means t h a t the

P r i m i t i v e Level m u s t generate the gross dynamics o f the motion



through a sequence o f inputs t o the Servo Level. This can be

achieved through an appropriate sequence of e i t he r a t t r a c t o r

points [ 3 , 5 ] o r gain values [ 4 ] .

Figure 2 depicts t h e d e t a i l e d Servo Level design. The

task decomposition module a t the Servo Level receives input

f r o m P r i m i t i v e i n the form o f the command s p e c i f i c a t i o n

parameters. The command parameters include a coordinate

system spec i f i ca t ion C, which indicates the coordinate system

i n which t h e current command i s t o be executed. C, can specify

jo int , end - effector, o r Cartesian (world) coordinates. Given

w i t h respect t o th is coordinate system are desi red posit ion,

veloci ty , and accelerat ion vectors (zd, Z d
f

zd) f o r the

manipulator, and t h e desired force and r a t e o f change o f force

vectors (fd, f a ) . These command vectors form the a t t r a c t o r

se t f o r the manipulator. The K's are the gain coe f f i c i en t

matr ices f o r e r r o r terms i n the cont ro l equations. The

se lec t ion matr ices (S,S') apply t o cer ta in hybrid

force/posi t ion con t ro l algorithms. Finally, the t tAlgori thm tt

spec i f ie r selects the cont ro l a lgor i thm t o be executed by the

Servo Level.

When the Servo Level planner receives a new command

speci f icat ion, the planner transmits c e r t a i n in format ion t o

wor ld modeling. This information includes an a t t e n t i o n

function which t e l l s wor ld modeling where t o concentrate i t s

e f f o r t s , i .e., what information t o compute f o r the executor.

The executor simply executes the algor i thm indicated i n the

command speci f icat ion, using data supplied by wor ld modeling

as needed.

The w o r l d modeling module a t the Servo Level computes

model - based quan t i t i es f o r t h e executor, such as Jacobians,

i n e r t i a matrices, gravi ty compensations, C o r i o l i s and

centr i fugal fo rce compensations, and po ten t i a l f i e l d

(obstacle) compensations. I n addi t ion, wor ld modeling

provides i t s best guess o f the s t a t e o f the manipulator i n

terms o f posi t ions, ve loc i t i e s , end - effector forces and jo in t

torques. To do this, the module may have t o resolve con f l i c t s

between sensor data, such as between jo in t pos i t ion and

Cartesian pos i t i on sensors.



Sensory processing, as shown i n Figure 2, reads sensors

re levant t o Servo and provides the f i l t e r e d sensor readings t o

wor l d modeling. I n addition, ce r t a i n information i s

t ransmit ted up t o the Pr im i t i ve Level o f t h e sensory

processing hierarchy. P r i m i t i v e uses this in fo rmat ion , as w e l l

as informat ion from Servo Level wor ld modeling, t o monitor

execution o f i t s t ra jec to ry . Based on this data, P r i m i t i v e

computes the s t i f fness (gains) o f the contro l , o r switches

con t ro l algor i thms al together . For example, when P r i m i t i v e

detects a contact with a surface, it may switch Servo t o a

con t ro l a lgor i thm t h a t accommodates contact forces.

A more complete descript ion o f the Servo Level i s

ava i lab le i n [ 3 ] where t h e vast major i ty o f the ex is t ing

algorithms i n t h e l i t e r a t u r e are described. The same process

f o r developing the in te r faces based on the l i t e r a t u r e has also

been performed f o r the P r i m i t i v e l e v e l and i s ava i l ab le i n

[ 5 ] . While t h e procedure i s planned f o r each l e v e l i n the

hierarchy, t h e amount o f l i t e r a t u r e support tends t o decrease

as one moves up the NASREM hierarchy.

Once the in ter faces are defined, it i s possible t o choose

a computer arch i tec ture and begin t o r e a l i z e the system.

While every e f f o r t i s being made t o do the job properly, t he re

i s no reason t o assume t h a t the implementation a t NIST i s

opt imal i n any way. It i s simply i l l u s t r a t e s one r e a l i s t i c

method t o implement the NASREM archi tecture.

While a functional arch i tec ture i s technology

independent, i t s implementation obviously depends ent i re ly on

the state - of - the - art o f technology. The designer m u s t choose

exist ing computers, buses, languages, etc., and, f r o m these

too ls , produce a computer a rch i tec tu re capable o f performing

the functions o f the functional arch i tec tu re . The system must

adequately meet the rea l - t ime aspects o f the con t ro l l e r so

t h a t adequate performance i s achieved through care fu l

considerat ion o f computer choice, mult iple processor real - t ime

operating system, inter -processing communication requirements,

tasking within ce r ta i n processors, etc. For a more deta i led

descript ion o f t h i s methodology, see [ 6 ] .

The NIST implementation considers t w o aspects o f the



software development process: the development environment on

which the code i s w r i t t e n , debugged, and tes ted as w e l l as

possible, and the ta rge t environment where the code f o r the

r e a l - t i m e robot cont ro l system i s integrated i n t o the system.

Figure 3 shows the approach. A network o f SUN workstations

running UNIX i s used f o r the development environment,

sac r i f i c i ng the speed o f the developed code f o r t h e ease o f

development. Once the code i s tes ted as w e l l as possible, it

i s downloaded t o the ta rge t system. The ta rge t system

consists o f a VME backplane o f several (currently 6) 68020

processors. For rapid iconic image processing, the PIPE

system [ 7 ] i s integrated into the system. The ta rge t hardware

drives a K-1607 Robotics Research Corp. arm.

F r o m the software side, the multiprocessing operating

system used f o r the t a r g e t i s required t o be as simple as

possible so t h a t the overhead i s m i n i m i z e d . The dut ies o f the

operating system are l im i ted t o very simple act ions such as

downloading executable code, s tar t ing up the processors, and

interprocessor communication. While tasking i s no t performed

a t the lower leve ls o f the hierarchy because o f the overhead

associated w i t h context switches, it i s desi rable a t higher

leve ls i n the hierarchy which are not as t i m e c r i t i c a l . NIST

researchers are currently investigating th ree a l te rna t i ves f o r

tasKihg: tasking provided by the run - t ime kerne l o f the

na t i ve ADA cross compiler, pSOS tasking, and ADA tasking.

Interprocessor communications a l te rnat ives including PRISM,

sockets, etc., must a lso be evaluated empir ical ly. The actual

appl icat ion code i s w r i t t e n i n ADA. Although ADA compilers

cannot currently produce code as e f f i c i e n t as other languages

such as C, NIST researchers have shown tha t the gap i s

s tead i ly decreasing [8 ] .

The appl icat ion code i s developed by programming the

processes which achieve the functions associated w i t h the

boxes i n the functional arch i tecture. The problem then

becomes one o f assigning each o f the processes, such as those

shown in Figure 2, t o a p a r t i c u l a r processor. There i s a

c l ea r t rade - of f between the cost o f the so lu t ion and the

performance o f the system. There a re currently no software



t o o l s which automat ica l ly perform this assignment based on an

arb i t ra ry index o f performance. The approach a t NIST i s step-

wise refinement o f t h e performance o f the system. Given the

pa r t i cu la r hardware being used, a c e r t a i n number o f processors

i s chosen arb i t ra r i l y . For t h a t configuration, the processes

are assigned t o the processors. Then, the system i s evaluated

i n terms o f i t s performance. If the performance i s

unacceptable, t h e designer has several options. The f i r s t

opt ion i s t o add more processors. This a l t e r n a t i v e i s

balanced against add i t iona l communication required by the

processors. Another a l t e r n a t i v e i s t o add f a s t e r processors

o r special purpose processors, such as dynamics chips, which

op t im ize par t i cu la r ly compute intensive operations. This

t rade - of f c l ea r l y re l a tes t o cost. Another a l t e r n a t i v e i s t o

reassign the processes t o the processors i n order t o balance

the workload o f each processor. Each o f the a l te rna t i ves can

be used by the designer i n order t o improve t h e performance o f

the system. This a l lows a par t icu lar configuration which

implements the functional archi tecture t o change with t ime as

improvements i n technology are rea l i zed .

7. CONCLUSION

The FTS p r o j e c t i s the driving force i n U.S. space based

robots. A t f i r s t element launch o f the Space Sta t ion , it will

behave as a teleoperated system. However, by using the NASREM

architecture, it will be capable o f evolving w i t h technology,

incorporating greater leve ls o f automation. I n order t o

perform sophisticated autonomous tasks, the FTS must have a

s igni f icant su i t e o f sensors a t f i r s t element launch and have

the capabi l i ty t o in teg ra te new sensors i n t o i t s con t ro l

system as these products become avai lable.
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